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## 1 Gradients

Let $(X,\langle\cdot, \cdot\rangle)$ be a real Hilbert space. The Riesz representation theorem says that the mapping

$$
\Phi(x)(y)=\langle y, x\rangle, \quad \Phi: X \rightarrow X^{*},
$$

is an isometric isomorphism. Let $U$ be a nonempty open subset of $X$ and let $f: U \rightarrow \mathbb{R}$ be differentiable, with derivative $f^{\prime}: U \rightarrow \mathscr{L}(X ; \mathbb{R})=X^{*}$. The gradient of $f$ is the function grad $f: U \rightarrow X$ defined by

$$
\operatorname{grad} f=\Phi^{-1} \circ f^{\prime}
$$

Thus, for $x \in U, \operatorname{grad} f(x)$ is the unique element of $X$ satisfying

$$
\begin{equation*}
\langle\operatorname{grad} f(x), y\rangle=f^{\prime}(x)(y), \quad y \in X . \tag{1}
\end{equation*}
$$

Because $\Phi^{-1}: X^{*} \rightarrow X$ is continuous, if $f \in C^{1}(U ; \mathbb{R})$ then $\operatorname{grad} f \in C(U ; X)$, being a composition of two continuous functions.

For example, let $T$ be a bounded self-adjoint operator on $X$ and define $f: X \rightarrow \mathbb{R}$ by

$$
f(x)=\frac{1}{2}\langle T x, x\rangle, \quad x \in X .
$$

For $x, h \in X$,

$$
f(x+h)-f(x)=\frac{1}{2}\langle T x, h\rangle+\frac{1}{2}\langle T h, x\rangle+\frac{1}{2}\langle T h, h\rangle=\langle T x, h\rangle+\frac{1}{2}\langle T h, h\rangle .
$$

Thus

$$
|f(x+h)-f(x)-\langle T x, h\rangle|=\frac{1}{2}|\langle T h, h\rangle| \leq \frac{1}{2}\|T\|\|h\|^{2}=o(\|h\|),
$$

which shows that $f$ is differentiable at $h$, with $f^{\prime}(x)(y)=\langle T x, y\rangle$. Thus by (1), $\operatorname{grad} f(x)=T x$.

For example, let $T \in \mathscr{L}(X ; X)$, let $h \in X$, and define $f: X \rightarrow \mathbb{R}$ by

$$
f(x)=\frac{1}{2}\|T x-h\|^{2}, \quad x \in X .
$$

We calculate that

$$
\operatorname{grad} f(x)=T^{*} T x-T^{*} h, \quad x \in X .
$$

For $x_{0} \in X$, define

$$
\phi(t)=\exp \left(-t T^{*} T\right) x_{0}+\int_{0}^{t} \exp \left(-(t-s) T^{*} T\right) T^{*} h d s, \quad t \geq 0
$$

It is proved ${ }^{1}$ that $\phi$ satisfies

$$
\phi^{\prime}(t)=-(\operatorname{grad} f)(\phi(t)), \quad \phi(0)=x_{0}
$$

For a function $F: X \rightarrow X$, we say that $F$ is $L$ Lipschitz if

$$
\|F(x)-F(y)\| \leq L\|x-y\|, \quad x, y \in X
$$

The following is a useful inequality for functions whose gradients are Lipschitz. ${ }^{2}$
Lemma 1. If $f: X \rightarrow \mathbb{R}$ is differentiable and $\operatorname{grad} f: X \rightarrow X$ is $L$ Lipschitz, then

$$
f(y) \leq f(x)+\langle\operatorname{grad} f(x), y-x\rangle+\frac{L}{2}\|y-x\|^{2}, \quad x, y \in X
$$

Proof. Let $h=y-x$ and define $g:[0,1] \rightarrow \mathbb{R}$ by $g(t)=f(x+t h)$. By the chain rule, for $0<t<1$,

$$
g^{\prime}(t)=f^{\prime}(x+t h)(h)=\langle\operatorname{grad} f(x+t h), h\rangle .
$$

Thus by the fundamental theorem of calculus,
$\int_{0}^{1}\langle\operatorname{grad} f(x+t h), h\rangle d t=\int_{0}^{1} g^{\prime}(t) d t=g(1)-g(0)=f(x+h)-f(x)=f(y)-f(x)$,
and so, using the Cauchy-Schwarz inequality and the fact that grad $f$ is $L$ Lipschitz,

$$
\begin{aligned}
f(y)-f(x) & =\int_{0}^{1}\langle\operatorname{grad} f(x+t h)-\operatorname{grad} f(x)+\operatorname{grad} f(x), h\rangle d t \\
& =\langle\operatorname{grad} f(x), h\rangle d t+\int_{0}^{1}\langle\operatorname{grad} f(x+t h)-\operatorname{grad} f(x), h\rangle d t \\
& \leq\langle\operatorname{grad} f(x), h\rangle+\int_{0}^{1}\|\operatorname{grad} f(x+t h)-\operatorname{grad} f(x)\|\|h\| d t \\
& \leq\langle\operatorname{grad} f(x), h\rangle+\int_{0}^{1} L\|t h\|\|h\| d t \\
& =\langle\operatorname{grad} f(x), y-x\rangle+\frac{L}{2}\|y-x\|^{2}
\end{aligned}
$$

proving the claim.

[^0]
## 2 Hessians

Let $U$ be a nonempty open subset of $X$. We prove that if a function is $C^{2}$ then its gradient is $C^{1}$. ${ }^{3}$

Theorem 2. Let $U$ be an open subset of $X$. If $f \in C^{2}(U ; \mathbb{R})$, then $\operatorname{grad} f \in$ $C^{1}(U ; X)$, and

$$
\begin{equation*}
f^{\prime \prime}(x)(u)(v)=\left\langle v,(\operatorname{grad} f)^{\prime}(x)(u)\right\rangle, \quad x \in U, \quad u, v \in X \tag{2}
\end{equation*}
$$

Proof. That $f$ is $C^{2}$ means that $f^{\prime}: U \rightarrow X^{*}$ is $C^{1}$. That is, for all $x \in U$, the map $f^{\prime}: U \rightarrow X^{*}$ is continuous at $x$, there is $f^{\prime \prime}(x) \in \mathscr{L}\left(X ; X^{*}\right)$ such that

$$
\begin{equation*}
\left\|f^{\prime}(x+h)-f^{\prime}(x)-f^{\prime \prime}(x)(h)\right\|=o(\|h\|), \tag{3}
\end{equation*}
$$

as $h \rightarrow 0$, and the map $x \mapsto f^{\prime \prime}(x)$ is continuous $U \rightarrow \mathscr{L}\left(X ; X^{*}\right)$.
Let $x \in U$ and let $h \in X$. Define $\phi_{h} \in X^{*}$ by

$$
\phi_{h}(v)=f^{\prime \prime}(x)(h)(v), \quad v \in X
$$

Define $\nu_{x}(h)=\Phi^{-1}\left(\phi_{h}\right) \in X$, thus

$$
f^{\prime \prime}(x)(h)(v)=\left\langle v, \nu_{x}(h)\right\rangle, \quad v \in X .
$$

It is straightforward that $\nu_{x}$ is linear. Because $\Phi$ is an isometric isomorphism,

$$
\left\|\nu_{x}(h)\right\|=\left\|\phi_{h}\right\|=\sup _{\|v\| \leq 1}\left|\phi_{h}(v)\right|=\sup _{\|v\| \leq 1}\left|f^{\prime \prime}(x)(h)(v)\right| \leq\left\|f^{\prime \prime}(x)\right\|\|h\|,
$$

where $(u, v) \mapsto f^{\prime \prime}(x)(u)(v)$ is a bilinear form, with

$$
\left\|f^{\prime \prime}(x)\right\|=\sup _{\|u\| \leq 1,\|v\| \leq 1}\left|f^{\prime \prime}(x)(u)(v)\right|,
$$

showing that $\nu_{x}: X \rightarrow X$ is a bounded linear operator with $\left\|\nu_{x}\right\| \leq\left\|f^{\prime \prime}(x)\right\|$. For $h$ such that $x+h \in U$ and for $v \in X$,

$$
\left(f^{\prime}(x+h)-f^{\prime}(x)-f^{\prime \prime}(x)(h)\right)(v)=\left\langle v, \operatorname{grad} f(x+h)-\operatorname{grad} f(x)-\nu_{x}(h)\right\rangle,
$$

so

$$
\begin{aligned}
\left\|f^{\prime}(x+h)-f^{\prime}(x)-f^{\prime \prime}(x)(h)\right\| & =\sup _{\|v\| \leq 1}\left|\left\langle v, \operatorname{grad} f(x+h)-\operatorname{grad} f(x)-\nu_{x}(h)\right\rangle\right| \\
& =\left\|\operatorname{grad} f(x+h)-\operatorname{grad} f(x)-\nu_{x}(h)\right\| .
\end{aligned}
$$

Thus by (3),

$$
\left\|\operatorname{grad} f(x+h)-\operatorname{grad} f(x)-\nu_{x}(h)\right\|=o(\|h\|)
$$

[^1]as $h \rightarrow 0$, and because $\nu_{x} \in \mathscr{L}(X ; X)$, this means that $\operatorname{grad} f: U \rightarrow X$ is differentiable at $x$, with $(\operatorname{grad} f)^{\prime}(x)=\nu_{x}$. It remains to prove that $x \mapsto \nu_{x}$ is continuous $U \rightarrow \mathscr{L}(X ; X)$, namely that $(\operatorname{grad} f)^{\prime}$ is continuous. For $x \in U$ and for $h$ with $x+h \in U$,
\[

$$
\begin{aligned}
\left\|\nu_{x+h}-\nu_{x}\right\| & =\sup _{\|u\| \leq 1}\left\|\nu_{x+h}(u)-\nu_{x}(u)\right\| \\
& =\sup _{\|u\| \leq 1\|v\| \leq 1} \sup _{\left.\| v, \nu_{x+h}(u)-\nu_{x}(u)\right\rangle \mid} \\
& =\sup _{\|u\| \leq 1\|v\| \leq 1} \sup ^{\prime \prime}(x+h)(u)(v)-f^{\prime \prime}(x)(u)(v) \mid \\
& =\left\|f^{\prime \prime}(x+h)-f^{\prime \prime}(x)\right\|,
\end{aligned}
$$
\]

and because $f^{\prime \prime}$ is continuous on $U$ we get that $x \mapsto \nu_{x}$ is continuous on $U$, completing the proof.

If $f \in C^{2}(U ; \mathbb{R})$, we proved in the above theorem that $\operatorname{grad} f \in C^{1}(U ; X)$. We call the derivative of $\operatorname{grad} f$ the Hessian of $f,{ }^{4}$

$$
\text { Hess } f=(\operatorname{grad} f)^{\prime}, \quad U \rightarrow \mathscr{L}(X ; X)
$$

and (2) then reads

$$
f^{\prime \prime}(x)(u)(v)=\langle v, \operatorname{Hess} f(x)(u)\rangle, \quad x \in U, \quad u, v \in X
$$

Furthermore, it is a fact that if $f \in C^{2}(U ; \mathbb{R})$, then for each $x \in U$, the bilinear form

$$
(u, v) \mapsto f^{\prime \prime}(x)(u)(v)
$$

is symmetric. ${ }^{5}$ Thus, for $x \in U$ and $u, v \in X$,

$$
\langle v, \operatorname{Hess} f(x)(u)\rangle=\langle u, \operatorname{Hess} f(x)(v)\rangle
$$

Now, using that $\langle\cdot, \cdot\rangle$ is symmetric as $X$ is a real Hilbert space, $(\operatorname{Hess} f(x))^{*} \in$ $\mathscr{L}(X ; X)$ satisfies

$$
\langle u, \operatorname{Hess} f(x)(v)\rangle=\left\langle(\operatorname{Hess} f(x))^{*} u, v\right\rangle=\left\langle v,(\operatorname{Hess} f(x))^{*} u\right\rangle .
$$

so

$$
\langle v, \operatorname{Hess} f(x)(u)\rangle=\left\langle v,(\operatorname{Hess} f(x))^{*} u\right\rangle
$$

Because this is true for all $v$ we have Hess $f(x)(u)=(\operatorname{Hess} f(x))^{*} u$, and because this is true for all $u$ we have Hess $f(x)=(\operatorname{Hess} f(x))^{*}$, i.e. Hess $f(x)$ is selfadjoint.

Theorem 3. If $U$ is an open subset of $X$ and $f \in C^{2}(U ; \mathbb{R})$, then for each $x \in U$ it is the case that Hess $f(x) \in \mathscr{L}(X ; X)$ is self-adjoint.
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## 3 Critical points

For an open set $U$ in $X$ for $k \geq 1$, and for $f \in C^{k+2}(U ; \mathbb{R})$, we say that $x_{0} \in U$ is a critical point of $f$ if $f^{\prime}\left(x_{0}\right)=0$. If $x_{0}$ is a critical point of $f$, let we say that $x_{0}$ is a nondegenerate critical point of $f$ if $\operatorname{Hess} f\left(x_{0}\right) \in \mathscr{L}(X ; X)$ is invertible. The Morse-Palais lemma ${ }^{6}$ states that if $f \in C^{k+2}(U ; \mathbb{R})$ with $k \geq 1, f(0)=0$, and 0 is a nondegenerate critical point of $f$, then there is some open subset $V$ of $U$ with $0 \in V$ and a $C^{k}$ diffeomorphism $\phi: V \rightarrow V, \phi(0)=0$, such that

$$
f(x)=\frac{1}{2}\langle\operatorname{Hess} f(0)(\phi(x)), \phi(x)\rangle, \quad x \in V
$$

If $x$ is a critical point of a differentiable function $f: U \rightarrow \mathbb{R}$, we call $f(x)$ a critical value of $f$. If $k \geq n$ and $f \in C^{k}\left(\mathbb{R}^{n} ; \mathbb{R}\right)$, Sard's theorem tells us that the set of critical values of $f$ has Lebesgue measure 0 and is meager.

For Banach spaces $Y$ and $Z$, a Fredholm operator ${ }^{7}$ is a bounded linear operator $T: Y \rightarrow Z$ such that (i) $\alpha(T)=\operatorname{dim} \operatorname{ker} T<\infty$, (ii) $T(Y)$ is a closed subset of $Z$, and (iii) $\beta(T)=\operatorname{dim} \operatorname{ker} T^{*}<\infty$. The index of a Fredholm operator $T$ is

$$
\operatorname{ind} T=\alpha(T)-\beta(T)
$$

For a differentiable function $f: U \rightarrow \mathbb{R}, U$ an open subset of $X$, and for $x \in U, f^{\prime}(x) \in \mathscr{L}(X ; \mathbb{R})=X^{*} . f^{\prime}(x)$ is a Fredholm operator if and only if dim ker $f^{\prime}(x)<\infty$. For $U$ a connected open subset of $X$ and for $f \in C^{1}(U ; \mathbb{R})$, we call $f$ a Fredholm map if $f^{\prime}(x)$ is a Fredholm operator for each $x \in U$. It is a fact that ind $f^{\prime}(x)=\operatorname{ind} f^{\prime}(y)$ for all $x, y \in U$, using that $U$ is connected. We denote this common value by ind $f$. A generalization of Sard's theorem by Smale here tells us that if $X$ is separable, $U$ is a connected open subset of $X$, $f \in C^{k}(U ; \mathbb{R})$ is a Fredholm map, and

$$
k>\max \{\operatorname{ind} f, 0\},
$$

then the set of critical values of $f$ is meager. ${ }^{8}$
A function $f \in C^{1}(X ; \mathbb{R})$ is said to satisfy the Palais-Smale condition if $\left(u_{k}\right)$ is a sequence in $X$ such that (i) $\left\{f\left(u_{k}\right)\right\}$ is a bounded subset of $\mathbb{R}$ and (ii) $\operatorname{grad} f\left(u_{k}\right) \rightarrow 0$, then $\left\{u_{k}\right\}$ is a precompact subset of $X$ : every subsequence of $\left(u_{k}\right)$ itself has a Cauchy subsequence.

[^3]Often when speaking about ordinary differential equations in $\mathbb{R}^{d}$, we deal with differentiable functions whose derivatives are locally Lipschitz. $\mathbb{R}^{d}$ has the Heine-Borel property: a subset $K$ of $\mathbb{R}^{d}$ is compact if and only if $K$ is closed and bounded. In fact no infinite dimensional Banach space has the HeineBorel property. ${ }^{9}$ Thus a locally Lipschitz function need not be Lipschitz on a bounded subset of $X$. (On a compact set, the set is covered by balls on which the function is Lipschitz, and then the function is Lipschitz on the compact set with Lipschitz constant equal to the maximum of finitely many Lipschitz constants on the balls.) We denote by $\mathcal{C}$ the set of function $f: X \rightarrow \mathbb{R}$ that are differentiable and such that for each bounded subset $A$ of $X$, the restriction of $\operatorname{grad} f$ to $A$ is Lipschitz.

The mountain pass theorem ${ }^{10}$ states that if (i) $I \in \mathcal{C}$, (ii) $I$ satisfies the Palais-Smale condition, (iii) $I(0)=0$, (iv) there are $r, a>0$ such that $I(u) \geq a$ when $\|u\|=r$, and ( v ) there is some $v \in X$ satisfying $\|v\|>r$ and $I(v) \leq 0$, then

$$
\inf _{g \in \Gamma_{v}} \sup _{0 \leq t \leq 1}(I \circ g)(t)
$$

is a critical value of $I$, where

$$
\Gamma_{v}=\{g \in C([0,1] ; X): g(0)=0, g(1)=v\} .
$$

## 4 Convexity

We prove that a critical point of a differentiable convex function on an open convex set is a minimum. ${ }^{11}$

Theorem 4. If $A$ is an open convex set, $f: A \rightarrow \mathbb{R}$ is differentiable and convex, and $x_{0} \in A$ is a critical point of $f$, then $f\left(x_{0}\right) \leq f(x)$ for all $x \in A$.
Proof. Because $f$ is convex, for $0<t<1$,

$$
f\left(t x+(1-t) x_{0}\right) \leq t f(x)+(1-t) f\left(x_{0}\right),
$$

i.e.

$$
\frac{f\left(x_{0}+t\left(x-x_{0}\right)\right)-f\left(x_{0}\right)}{t} \leq f(x)-f\left(x_{0}\right)
$$

Taking $t \rightarrow 0$,

$$
f^{\prime}\left(x_{0}\right)\left(x-x_{0}\right) \leq f(x)-f\left(x_{0}\right)
$$

and because $x_{0}$ is a critical point,

$$
0 \leq f(x)-f\left(x_{0}\right)
$$

i.e. $f\left(x_{0}\right) \leq f(x)$.

[^4]We establish equivalent conditions for a differentiable function to be convex. ${ }^{12}$

Theorem 5. If $A$ is an open convex subset of $X$ and $f: A \rightarrow \mathbb{R}$ is differentiable, then the following are equvialent:

1. $f$ is convex.
2. $f(y) \geq f(x)+\langle\operatorname{grad} f(x), y-x\rangle, x, y \in A$.
3. $\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), x-y\rangle \geq 0, x, y \in A$.

Proof. Suppose (1). For $x, y \in A$ and $0<t<1$, that $f$ is convex means $f(t y+(1-t) x) \leq t f(y)+(1-t) f(x)$, i.e.

$$
\frac{f(x+t(y-x))-f(x)}{t} \leq f(y)-f(x),
$$

and taking $t \rightarrow 0$ yields

$$
f^{\prime}(x)(y-x) \leq f(y)-f(x),
$$

i.e.

$$
\langle\operatorname{grad} f(x), y-x\rangle \leq f(y)-f(x)
$$

Suppose (2) and let $x, y \in A$, for which

$$
\langle\operatorname{grad} f(x), y-x\rangle \leq f(y)-f(x), \quad\langle\operatorname{grad} f(y), x-y\rangle \leq f(x)-f(y)
$$

Adding these inequalities,

$$
\langle\operatorname{grad} f(x), y-x\rangle-\langle\operatorname{grad} f(y), y-x\rangle \leq 0 .
$$

Suppose (3), let $x, y \in A$, and define $\phi:[0,1] \rightarrow \mathbb{R}$ by

$$
\phi(t)=f(t x+(1-t) y)-t f(x)-(1-t) f(y)
$$

$\phi(0)=0$ and $\phi(1)=0$, and for $0<t<1$, using the chain rule gives

$$
\begin{aligned}
\phi^{\prime}(t) & =f^{\prime}(t x+(1-t) y)(x-y)-f(x)+f(y) \\
& =\langle\operatorname{grad} f(t x+(1-t) y), x-y\rangle-f(x)+f(y)
\end{aligned}
$$

Let $0<s<t<1$, let $u=s x+(1-s) y$ and $v=t x+(1-t) y$, which both belong to $A$ because $A$ is convex, and so the above reads
$\phi^{\prime}(s)=\langle\operatorname{grad} f(u), x-y\rangle-f(x)+f(y), \quad \phi^{\prime}(t)=\langle\operatorname{grad} f(v), x-y\rangle-f(x)+f(y)$,
SO

$$
\phi^{\prime}(s)-\phi^{\prime}(t)=\langle\operatorname{grad} f(u)-\operatorname{grad} f(v), x-y\rangle .
$$

[^5]And

$$
(s-t)(x-y)=u-y-(v-y)=u-v,
$$

so

$$
\phi^{\prime}(s)-\phi^{\prime}(t)=\frac{1}{s-t}\langle\operatorname{grad} f(u)-\operatorname{grad} f(v), u-v\rangle .
$$

But (3) tells us

$$
\langle\operatorname{grad} f(u)-\operatorname{grad} f(v), u-v\rangle \geq 0,
$$

so, as $s-t<0$,

$$
\phi^{\prime}(s)-\phi^{\prime}(t) \leq 0,
$$

showing that $\phi^{\prime}$ is nondecreasing. On the other hand, because $\phi(0)=0$ and $\phi(1)=0$, by the mean value theorem there is some $0<t_{0}<1$ for which $\phi^{\prime}\left(t_{0}\right)=0$. Therefore, because $\phi^{\prime}$ is nondecreasing it holds that

$$
\phi^{\prime}(t) \leq 0, \quad 0 \leq t \leq t_{0}
$$

and

$$
\phi^{\prime}(t) \geq 0, \quad t_{0} \leq t \leq 1
$$

That is, $\phi$ is nonincreasing on $\left[0, t_{0}\right]$, and with $\phi(0)=0$ this yields $\phi(t) \leq 0$ for $t \in\left[0, t_{0}\right]$, and $\phi$ is nondecreasing on $\left[t_{0}, 1\right]$, and with $\phi(1)=0$ this yields $\phi(t) \leq 0$ for $t \in\left[t_{0}, 1\right]$. Therefore $\phi(t) \leq 0$ for $t \in[0,1]$, which means that

$$
f(t x+(1-t) y)-t f(x)-(1-t) f(y) \leq 0, \quad 0 \leq t \leq 1,
$$

showing that $f$ is convex.
Theorem 6. If $A$ is an open convex subset of $X$ and $f: A \rightarrow \mathbb{R}$ is twice differentiable, then the following are equivalent:

1. $f$ is convex.
2. $\langle$ Hess $f(x)(v), v\rangle \geq 0, x \in A, v \in X$.

Proof. Suppose (1) and let $x \in A$. From Theorem $5, v \in X$ and for $t>0$ with which $x+t v \in A$,

$$
\langle\operatorname{grad} f(x+t v)-\operatorname{grad} f(x), t v\rangle \geq 0,
$$

i.e.

$$
\frac{f^{\prime}(x+t v)(v)-f^{\prime}(x)(v)}{t} \geq 0
$$

Taking $t \rightarrow 0$,

$$
f^{\prime \prime}(x)(v)(v) \geq 0,
$$

i.e.

$$
\langle\operatorname{Hess} f(x)(v), v\rangle \geq 0
$$

Suppose (2), let $x, y \in A$ and define $\phi:[0,1] \rightarrow \mathbb{R}$ by

$$
\phi(t)=f(t x+(1-t) y)-t f(x)-(1-t) f(y)
$$

Applying the chain rule, for $0<t<1$,

$$
\phi^{\prime \prime}(t)=f^{\prime \prime}(t x+(1-t) y)(x-y)(x-y)
$$

i.e.

$$
\phi^{\prime \prime}(t)=\langle\operatorname{Hess} f(t x+(1-t) y)(x-y), x-y\rangle \geq 0
$$

showing that $\phi^{\prime}$ is nondecreasing. In the proof of Theorem 5 we deduced from $\phi^{\prime}$ being nondecreasing and satisfying $\phi(0)=0, \phi(1)=0$, that $f$ is convex, and the same reasoning yields here that $f$ is convex.

We call a function $F: X \rightarrow X \beta$ co-coercive if

$$
\langle F(x)-F(y), x-y\rangle \geq \beta\|F(x)-F(y)\|^{2} .
$$

We prove conditions under which the gradient of a differentiable convex function is co-coercive. ${ }^{13}$

Theorem 7 (Baillon-Haddad theorem). Let $f: X \rightarrow \mathbb{R}$ be differentiable and convex and let $L>0$. Then $\operatorname{grad} f$ is Lipschitz if and only if $\operatorname{grad} f$ is $\frac{1}{L}$ co-coercive.

Proof. Suppose that grad $f$ is Lipschitz and for $x \in X$, define $h_{x}: X \rightarrow \mathbb{R}$ by

$$
h_{x}(y)=f(y)-f^{\prime}(x)(y)=f(y)-\langle\operatorname{grad} f(x), y\rangle .
$$

For $y, z \in X$ and $0<t<1$, because $f$ is convex,

$$
\begin{aligned}
h_{x}(t z+(1-t) y) & =f(t z+(1-t) y)-\langle\operatorname{grad} f(x), t z+(1-t) y\rangle \\
& \leq t f(z)+(1-t) f(y)-\langle\operatorname{grad} f(x), t z+(1-t) y\rangle \\
& =t h_{x}(z)+(1-t) h_{x}(y),
\end{aligned}
$$

showing that $h_{x}$ is convex. For $y, z \in X,{ }^{14}$

$$
h_{x}^{\prime}(y)(z)=f^{\prime}(y)(z)-f^{\prime}(x)(z)
$$

and in particular grad $h_{x}(x)=0$. Thus by Theorem 4 ,

$$
\begin{equation*}
h_{x}(x) \leq h_{x}(y), \quad y \in X \tag{4}
\end{equation*}
$$

For $x, y, z \in X$, by Lemma 1 ,

$$
f(z) \leq f(x)+\langle\operatorname{grad} f(x), z-x\rangle+\frac{L}{2}\|z-x\|^{2}
$$

so

$$
h_{y}(z) \leq f(x)-\langle\operatorname{grad} f(y), z\rangle+\langle\operatorname{grad} f(x), z-x\rangle+\frac{L}{2}\|z-x\|^{2},
$$

[^6]i.e.
$$
h_{y}(z) \leq h_{x}(x)+\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), z\rangle+\frac{L}{2}\|z-x\|^{2},
$$
and applying (4),
\[

$$
\begin{equation*}
h_{y}(y) \leq h_{x}(x)+\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), z\rangle+\frac{L}{2}\|z-x\|^{2} . \tag{5}
\end{equation*}
$$

\]

Now,

$$
\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|=\sup _{\|v\| \leq 1}\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), v\rangle
$$

so for each $\epsilon>0$ there is some $v_{\epsilon} \in X$ with $\left\|v_{\epsilon}\right\| \leq 1$ and

$$
\left\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), v_{\epsilon}\right\rangle \geq\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|-\epsilon .
$$

Let $R=\frac{\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|}{L}$, and applying (5) with $z=x-R v_{\epsilon}$ yields

$$
\begin{aligned}
h_{y}(y) & \leq h_{x}(x)+\left\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), x-R v_{\epsilon}\right\rangle+\frac{L}{2}\left\|R v_{\epsilon}\right\|^{2} \\
& =h_{x}(x)+\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), x\rangle-R\left\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), v_{\epsilon}\right\rangle \\
& +\frac{1}{2 L}\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|^{2}\left\|v_{\epsilon}\right\|^{2} \\
& \leq h_{x}(x)+\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), x\rangle-R\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|+R \epsilon \\
& +\frac{1}{2 L}\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|^{2} \\
& =h_{x}(x)+\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), x\rangle-\frac{1}{2 L}\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|^{2}+R \epsilon .
\end{aligned}
$$

Likewise, because $R$ does not change when $x$ and $y$ are switched,
$h_{x}(x) \leq h_{y}(y)+\langle\operatorname{grad} f(y)-\operatorname{grad} f(x), y\rangle-\frac{1}{2 L}\|\operatorname{grad} f(y)-\operatorname{grad} f(x)\|^{2}+R \epsilon$.
Adding these inequalities,

$$
\begin{aligned}
0 & \leq\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), x\rangle+\langle\operatorname{grad} f(y)-\operatorname{grad} f(x), y\rangle \\
& -\frac{1}{L}\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|^{2}+2 R \epsilon,
\end{aligned}
$$

i.e.

$$
\frac{1}{L}\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|^{2} \leq\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), x-y\rangle+2 R \epsilon .
$$

This is true for all $\epsilon>0$, so

$$
\frac{1}{L}\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|^{2} \leq\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), x-y\rangle
$$

showing that $\operatorname{grad} f$ is $\frac{1}{L}$ co-coercive.

Suppose that $\operatorname{grad} f$ is $\frac{1}{L}$ co-coercive and let $x, y \in X$. Then applying the Cauchy-Schwarz inequality,

$$
\begin{aligned}
\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|^{2} & \leq L\langle\operatorname{grad} f(x)-\operatorname{grad} f(y), x-y\rangle \\
& \leq L\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|\|x-y\| .
\end{aligned}
$$

If $\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|=0$ then certainly $\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\| \leq L\|x-y\|$. Otherwise, dividing by $\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\|$ gives

$$
\|\operatorname{grad} f(x)-\operatorname{grad} f(y)\| \leq L\|x-y\|
$$

showing that grad $f$ is LLipschitz.
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